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Figure 1: Editing results produced by Lucy Edit. For each example, the left half of the frame
shows the original video and the right half shows the edited output guided by the text prompt
below. Examples include local appearance change (“dress her like a clown”), global environmental
modification (“make the scene snowy”), and large-scale object replacement (“turn train to a rocket”).

Abstract

We present Lucy Edit, the first open-weight foundation model for text-guided video
editing. Lucy Edit enables users to modify videos directly from natural language
instructions, supporting operations such as object and background replacement,
clothing and accessory changes, insertion or removal of elements, and global style
or scene transformations, all without requiring masks or manual annotation. This
positions Lucy Edit as a unified, accessible framework for controllable video editing
and a foundation for future research and applications. Achieving high-quality text-
guided edits requires four properties: edits must faithfully follow the prompt, the
subject’s identity and fine details must be preserved, temporal consistency must
hold across frames, and the results must remain realistic. Lucy Edit meets all
four criteria. Our evaluations demonstrate strong identity preservation in human-
centric edits, precise localization of object insertions and replacements, realistic
integration of new content into motion and lighting, and strong adherence to diverse
natural-language prompts. By releasing Lucy Edit Dev as the first open-weight
foundation model in this category, alongside Lucy Edit Pro via API, we provide
both a foundational platform for the research and creators community to build upon
and a pathway to professional deployment.

1 Introduction

The ability to edit videos directly from text promises to transform how visual content is created
and consumed, turning a sentence into a powerful editing tool. Text-guided video editing seeks
to modify a source video according to a natural-language instruction, enabling operations such as
object or background replacement, clothing and accessory changes, insertion or removal of elements,
and global style or scene transformations. To be practically useful, a system have to satisfy four
requirements simultaneously: fidelity to the prompt, preservation of subject identity and visual
content outside the edited regions, temporal consistency across frames, and overall realism of the
result. While text-to-image editing has advanced rapidly [1, 2, 3], achieving comparable quality in
the video domain has remained an open challenge.



Most prior approaches fall into one of two categories. The first are inference-time methods, such as
inversion or optimization-based pipelines. These approaches can be slow and inflexible, sensitive
to hyper parameters, and prone to temporal flicker, making them impractical for longer clips or
iterative use. The second are conditional video generation models, which rely on auxiliary inputs
such as depth maps, masks, or reference images to approximate edits. While useful in constrained
scenarios, these systems depend on external signals and cannot fully address the general problem of
instruction-guided editing.

We introduce Lucy Edit, the first open-weight foundation model for text-guided video editing. Lucy
Edit performs in-context editing by conditioning on both the input video and the edit instruction
within a rectified-flow generative framework. A single, efficient modification enables a wide spectrum
of edits without architectural changes, control networks, or per-clip optimization. Prompts are
followed directly, edits are applied precisely, identities are preserved, and results remain realistic and
temporally stable, as demonstrated in Figure 1.

Lucy Edit establishes a new baseline for high-quality text-guided video editing. Its combination of
identity conservation, edit precision, realism, and prompt adherence makes it a uniquely valuable
foundation model on which researchers and developers can build. As the first open-weight release
in this category, and surpassing closed commercial systems in serveral aspects, Lucy Edit provides
the community with a foundation model to extend and adapt. We release Lucy Edit Dev as an
open-weight foundation for research, alongside a higher-capacity Lucy Edit Pro model available via
API for production use, with the aim of accelerating progress toward accessible, controllable video
editing for everyone.

2 Related Work

Foundation text-to-image models. Diffusion-based models revolutionized image generation by
combining large language encoders with scalable denoisers. The original denoising diffusion frame-
work [4] and its score-based counterparts [5] established the mathematical foundation for generative
diffusion. Latent Diffusion Models [6, 7] (LDMs) introduced latent-space modeling for compute-
efficient training. The use of pretrained language encoders such as CLIP [8] and T5 [9] proved
crucial for semantic alignment between prompts and generated images, while architectures like the
Diffusion Transformer (DiT) scaled generation quality through self-attention [10]. More recent
refinements, such as rectified flow training [11], have further improved convergence and sampling
efficiency. Together, these advances established the backbone of modern image generation, laying the
groundwork for editing and video models.

Text-guided image editing. Image editing methods adapt foundation models to real inputs
through prompt-space control, inversion, and instruction-following. Prompt-to-Prompt manipulates
cross-attention to preserve layout while altering semantics [12]; InstructPix2Pix learns instruction-
conditioned edits from paired supervision [1]; and Null-Text Inversion improves reconstruction
fidelity for downstream edits [13]. Unified generation–editing systems such as FLUX.1 Kontext [14]
adopt flow matching and token concatenation to support both new synthesis and local edits within one
framework. Industrial efforts, including Qwen-Image-Edit [15], Seedream [16] and Google’s Nano
Banana, emphasize robustness and efficiency for practical workflows. As a result, image editing
quality is now strong across local/global changes, identity preservation, and successive refinements,
motivating analogous progress in video.

Video generation. Video generation initially extended image generation by applying spatial diffu-
sion frame by frame, later incorporating temporal self-attention to capture motion. Pioneering models
such as Imagen Video [17] and Make-A-Video [18] demonstrated the feasibility of scaling diffusion
to videos by conditioning on text and leveraging frame interpolation. Subsequent work introduced
dedicated spatiotemporal architectures, variational autoencoders, and hierarchical conditioning, en-
abling higher resolution and longer sequences [19, 20, 21, 22]. Recent large-scale models highlight
the growing maturity of text-to-video synthesis, but most focus primarily on generation rather than
fine-grained editing.

Text-guided video editing. Prior video editing approaches largely fall into two groups. One group
relies on inference-time methods, including inversion, optimization, or multi-stage guidance during
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sampling. These approaches are flexible but computationally expensive, scale poorly to long videos,
and often exhibit temporal artifacts such as flicker or drift. The second group can be described as
conditional video generation, where auxiliary observations such as depth, masks, or reference images
are supplied alongside text prompts to guide edits [23, 24, 25]. While effective for constrained
scenarios, these methods are limited by their dependence on external observations and do not fully
generalize to unconstrained, instruction-guided edits.

Lucy Edit differs from both categories: it performs instruction-guided editing end-to-end, requires no
masks or auxiliary signals, and avoids costly inference-time optimization. By conditioning jointly on
the input video and edit instruction, it achieves high-fidelity edits, preserves identity and motion, and
maintains temporal stability, while being the first open-weight model in this category.

3 Method

Our goal is to edit an input video V according to a natural-language instruction T , producing an
output V̂ that reflects the requested edit while preserving identity, motion, and unedited regions. Lucy
Edit builds on a rectified-flow text-guided video backbone and introduces a minimal but powerful
modification: concatenation of the noisy latent and the encoded input-video latent along the channel
dimension. This section outlines the rectified-flow backbone, our channel-concatenation strategy, and
the requirements on data that make such a model possible.

3.1 Rectified Flow for Video Generation

Rectified flow [11, 26] defines a deterministic transport between Gaussian noise and the data distribu-
tion through the integration of an ordinary differential equation (ODE). A clean latent video x and
Gaussian noise ε are linearly interpolated as

zt = (1− t)x+ t ε, t ∈ [0, 1]. (1)

A velocity field vθ predicts the transport direction at time t, trained with a squared error against the
ground-truth direction. During inference, the ODE is integrated from t = 1 (pure noise) to t = 0
(clean latent), producing x which is decoded into the final output video.

3.2 Editing via Channel Concatenation

To turn a generator into an editor, Lucy Edit incorporates the input video directly into the denoising
process. The input clip is first encoded by the backbone VAE into latents v, while the evolving sample
at time t is represented as noisy latents zt. These are concatenated along the channel dimension before
entering the denoiser, forming z̃t = concatch(zt, v). Text embeddings τ are injected through cross-
attention as in standard text-to-video models. Concatenation doubles the input channel dimension
but leaves the dominant quadratic attention cost unchanged, yielding a negligible increase in overall
runtime.

This design (depicted in Figure 2) offers both efficiency and fidelity. By enlarging only the initial
projection, the computational footprint is kept minimal. At the same time, channel concatenation in
latent space preserves precise spatiotemporal alignment between the conditioning video and the noisy
sample. This direct alignment is especially effective for edits that demand consistency of identity
and motion, such as changing clothing or inserting objects. Conceptually, inference proceeds as an
alternating loop: encode the input video once, concatenate with the current noisy latent, denoise under
the rectified-flow dynamics, update the latent by one schedule step, and repeat until convergence.

3.3 Requirements on Data

Training a model for text-guided video editing requires stringent properties of the data. First, the
triplets of input video, edit instruction, and edited output must be perfectly aligned in time and
content. Second, the instruction must correspond precisely to the visual transformation, what we term
instruction–edit specificity, so that no spurious changes are learned. Third, the corpus must span both
a wide range of edit types and substantial variation within each type: clothing changes must cover
many garments, object insertions must include diverse categories, and scene replacements must range
across styles, times of day, and lighting conditions. Finally, the training data must maintain visual
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Figure 2: Architecture Overview of Lucy Edit. An input video is encoded into latent representations
with a spatio-temporal VAE. The encoded input-video latents are concatenated along the channel
dimension with noisy latent frames. This concatenated tensor, together with the text prompt P ,
is processed by a DiT backbone with 3D self-attention and cross-attention to predict the velocity
field. At each rectified-flow step, the predicted velocity drives the noisy latents toward the clean data
distribution, and the final denoised latents are decoded by the spatio-temporal VAE to produce the
edited output frames.

realism and temporal coherence; synthetic corpora are often used in prior work, but over-reliance on
them can lead to outputs that inherit synthetic artifacts.

Lucy Edit is trained on a heterogeneous mixture of aligned triplets, unedited captioned videos that
regularize motion and appearance priors, and image–text resources extended to short video sequences
via affine temporal trajectories, in the style of MovieGen [22]. Together, these sources satisfy the
alignment, specificity, diversity, and quality criteria necessary for high-fidelity and temporally stable
video editing.

4 Evaluations and Applications

We qualitatively evaluate Lucy Edit across a wide spectrum of text-guided editing tasks. Our goal
in this section is not only to demonstrate that edits succeed, but also to highlight four properties
that make Lucy Edit unique: (i) preservation of subject identity, (ii) precision of localized edits, (iii)
realism of the resulting dynamics, and (iv) adherence to natural-language prompts. Together, these
dimensions characterize what it means for a video editing model to be usable in practice.

4.1 Identity Preservation

Lucy Edit consistently preserves the identity of people and other primary subjects in a wide range of
edits. Even under substantial transformations, such as clothing changes, background replacement,
or stylization, facial features, body shape, and motion trajectories remain intact. This property is
particularly important for human-centric applications where continuity of identity is essential.

4.2 Precision of Edits

Beyond global consistency, Lucy Edit applies edits with high spatial and semantic precision. When a
prompt specifies a localized modification, such as changing hair color, changing a logo on clothing,
or inserting a small object, only the relevant regions are modified while the rest of the scene remains
unchanged. This allows users to trust that edits will not cause collateral alterations in unrelated areas.

4.3 Realism of Dynamics

The added or altered content is seamlessly integrated into the original video with realistic geometry,
lighting, and dynamics. Clothing deforms naturally with body motion, added objects respect scene
perspective, and background replacements remain temporally stable across frames. This level of
realism distinguishes Lucy Edit from prior editing-by-conditioning approaches, where edits often
appear pasted on or temporally unstable.
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Figure 3: Motion Preservation. Despite changes in outfit, character and environment, the motion
remains synchronized.

Figure 4: Precision. Lucy Edit modifies only the elements described by the prompt (hair color, shirt
text, jersey color), leaving all other aspects of the video unchanged, such as the background, motion,
etc.
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Figure 5: Realism. Clothing and accessories adapt naturally to motion, with dynamics that are
physically coherent with the underlying video.

4.4 Prompt Adherence

Finally, Lucy Edit demonstrates strong adherence to user instructions. The prompts are followed
directly, without the need for segmentation masks, reference images, or auxiliary conditioning inputs.
This simplicity makes the system easy to use: a single sentence suffices to specify the desired
transformation, and the model executes it faithfully.

Figure 6: Prompt adherence. Lucy Edit inserts both dynamic and static objects (e.g., a crown, a
dolphin) based solely on text, without requiring masks or external control signals.

4.5 Applications

Together, these four properties enable a wide range of downstream applications. For creative
workflows, Lucy Edit allows iterative refinement of content by applying successive textual edits
while retaining the subject identity. For media production, it offers a tool for altering clothing,
props, or backgrounds without reshooting footage, significantly reducing the production cost. For
personalization, it supports dynamic styling of avatars and characters while maintaining natural
motion. The ease of use, edits specified only by text, lowers the barrier for non-experts, while the
fidelity and realism make the outputs usable for professional purposes.

5 Discussion

Lucy Edit is a glimpse of the CGI of the future: high-fidelity video editing performed directly from
text. By combining rectified-flow generation with a channel-concatenation, Lucy Edit enables edits
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that are faithful, temporally consistent, identity-preserving, and easy to control. Our evaluations
highlight how these properties translate into practical strengths: people remain recognizable across
transformations, edits are applied with surgical precision, new content integrates realistically into
motion and lighting, and prompts are followed directly without auxiliary inputs. These qualities make
Lucy Edit a foundation model with immediate value for creative industries, media production, and
personalization.

Limitations. Despite its strengths, Lucy Edit has clear limitations. Consecutive multi-turn edits can
accumulate drift, leading to artifacts or gradual degradation of temporal stability. Global or strong
style transfers may alter subject identity, especially under large domain shifts such as realism to
stylization. Inserted dynamic objects move plausibly with the scene but do not yet exhibit complex or
intentional behaviors—for example, a newly added human will not perform a backflip.

Future Directions. Addressing these limitations suggests several promising research directions.
Improving robustness to multi-turn editing would support seamless iterative workflows. Better
disentanglement of global style from local identity could allow more aggressive edits without
sacrificing fidelity. Learning richer motion priors could enable inserted dynamic objects to exhibit
purposeful behavior. Further efficiency gains in sampling would move Lucy Edit closer to real-time
interactivity.

Impact. We release both Lucy Edit Dev, the first open-weight foundation model for text-guided
video editing, and Lucy Edit Pro, our most capable model accessible via API. Pro unlocks a new
era of applications and use cases, while Dev provides the research community with an extensible
platform for building new methods and applications. Together they demonstrate the core strengths of
Lucy Edit, identity conservation, edit precision, realism, and prompt adherence, making it a valuable
foundation for both practical deployment and scientific exploration. We hope this release accelerates
the development of accessible, controllable video editing systems, ultimately bringing us closer to
tools that make editing video as natural as directing a scene.
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